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Gossip, the exchange of personal information about absent third parties, is ubiquitous 
in human societies. However, the evolution of gossip remains a puzzle. The current 
article proposes an evolutionary cycle of gossip and uses an agent- based evolutionary 
game- theoretic model to assess it. We argue that the evolution of gossip is the joint conse-
quence of its reputation dissemination and selfishness deterrence functions. Specifically, 
the dissemination of information about individuals’ reputations leads more individuals 
to condition their behavior on others’ reputations. This induces individuals to behave 
more cooperatively toward gossipers in order to improve their reputations. As a result, 
gossiping has an evolutionary advantage that leads to its proliferation. The evolution of 
gossip further facilitates these two functions of gossip and sustains the evolutionary cycle.

gossip | cooperation | indirect reciprocity | evolutionary game theory | agent- based model

Gossip, the exchange of personal information about absent third parties, has long been a 
significant part of human life (1). As early as in Mesopotamia, gossiping has prevailed in 
the cities and markets (2). In ancient Greece, stories of gossip were widely recorded in 
literary works such as The Odyssey and Aesop’s Fables (3, 4). In hunter–gatherer societies, 
gossip is at the center of daily life (5). In modern societies, people are estimated to spend 
approximately an hour per day gossiping (6). Though individual differences exist, almost 
everyone gossips, young and old, women and men, rich and poor, and across personality 
types (6).

Despite its ubiquity, the evolution of gossip remains a puzzle. Previous theories tried 
to explain the origin of gossip in terms of its role in human survival, particularly for 
bonding large groups and sustaining cooperation (7–10). Gossip disseminates information 
about people’s reputations and as such enables people to choose to help cooperative others 
and avoid being exploited by selfish ones—a mechanism that is widely studied as indirect 
reciprocity that sustains cooperation (11–14). Beyond that, the possibility of being gos
siped about also elicits people’s reputational concerns. As a result, people tend to behave 
more cooperatively under the threat of gossip (15, 16).

Though this research has elucidated the benefit of gossip for the group, the evolution 
of gossip is puzzling from a number of perspectives. First, from a gossiper’s perspective, 
it remains unclear why individuals evolve to gossip in the first place. To gossip means to 
voluntarily share one’s informational resources with others. It is time and energy consum
ing but does not necessarily provide direct benefit for gossipers themselves. As is widely 
acknowledged in evolutionary theory, a behavior usually is selected because it enhances 
the reproductive fitness of its performers (17). Given that gossip is so prevalent across 
human groups, a theory of gossip needs to explain why gossiping is an adaptive strategy 
and evolved at all. Second, from a gossiper receiver’s perspective, gossip cannot be trans
formed into material benefits unless receivers utilize the gossip to guide their behavior. 
Thus, a theory of gossip also needs to illustrate why people evolve to utilize the information 
in gossip and how gossip specifically benefits its receivers. Finally, beyond disseminating 
reputational information as noted above, gossip also has its deterrent power in that the 
existence of gossipers alone can motivate cooperative behavior (15). But why do people 
behave more cooperatively in front of gossipers? A theory of gossip also needs to account 
for this.

Altogether, the evolution of gossip is puzzling and cannot be simply explained by its 
role in promoting group cooperation. A theory that is tailored to the features and functions 
of gossip is needed to understand its origin and persistence. To explain this puzzle, the 
current article proposes an evolutionary cycle of gossip (Fig. 1). In this theory, gossip is 
expected to evolve under the joint effect of its reputation dissemination and selfishness 
deterrence functions. Specifically, we argue that the reputation dissemination function of 
gossip makes reputations more accessible and, thus, leads more people to take others’ 
reputations into account when interacting with them (12). As more people condition 
their behavior on others’ reputations, more people get concerned about their own repu
tations, too. This reputational concern drives them to manage their reputations by 
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behaving more cooperatively when interacting with gossipers. Put 
differently, a gossiper can deter individuals from acting selfishly 
by making it known that their reputations will be spread to others, 
which manifests as the selfishness deterrence function of gossip 
(15). The deterrent power of gossipers gives gossipers an evolu
tionary advantage over nongossipers, thus leading to their prolif
eration. This further facilitates the reputation dissemination and 
selfishness deterrence functions of gossip, which jointly sustains 
the evolutionary cycle. As will be shown, ultimately, gossiping and 
reputational concerns coevolve and boost cooperation.

We designed an evolutionary game- theoretic modeling frame
work that incorporates the two gossiping functions to formalize 
and assess this theory. With a series of agent- based models, we 
first test whether the reputation dissemination and selfishness 
deterrence functions of gossip are jointly sufficient to sustain the 
evolution of gossip. We then test the causal pathways in the evo
lutionary cycle step by step.

Agents’ Strategies

In our model, each agent makes two decisions: 1) whether to 
cooperate with an agent and 2) whether to gossip to an agent 
(gossip receiver) about a third party (gossip target). Each agent 
has two strategies that guide their decisions—a cooperation strat
egy and a gossiping strategy.

An agent’s cooperation strategy decides under what circum
stances the agent cooperates with an interaction partner. We 
implement six options of cooperation strategies that fall into three 
categories to examine the two functions of gossip. The first cate
gory includes two unconditional strategies—unconditional coop
erators (AC) who always cooperate and unconditional defectors 
(AD) who never cooperate (i.e., always defect). Agents of this 
category are insensitive to social information and care about nei
ther others’ nor their own reputations. They are influenced by 
neither the reputation dissemination nor the selfishness deterrence 
function of gossip.

The second category includes two reputation- sensitive strate
gies. These agents condition their cooperation behavior on others’ 

reputations. Though there are technically infinite ways of how an 
individual can utilize reputation information, we categorize them 
into two types that are directly related to our theory: 1) agents 
who use the reputation information to protect the self and 2) 
agents who use the reputation information to exploit others. Thus, 
we implement two reputation- sensitive strategies: Virtuous agents 
(CC) use the reputation information to protect themselves. They 
defect when they believe that their interaction partner will defect 
with them; otherwise, they cooperate. Exploitive agents (CD), 
however, exploit others when they can. They cooperate only when 
they believe that their interaction partner is also reputation- sensitive 
and, thus, not easily exploited*; otherwise, they defect. Reputation-  
sensitive agents benefit directly from the reputation dissemination 
function of gossip.

The third category includes two gossiper- sensitive strategies. 
These agents are subject to the selfishness deterrence function of 
gossip. They behave differently when interacting with gossipers 
vs. nongossipers in order to manage their reputation in gossip 
(18). Specifically, opportunistic agents (GC) cooperate with gos
sipers and defect with nongossipers while reverse- opportunistic 
agents (GD) defect with gossipers and cooperate with  nongossipers 
(see Fig. 2B for a summary of the six cooperation strategies).

An individual makes their cooperation decision based on their 
own strategy and their belief about the partner’s strategy (see 
SI Appendix, Table S1 for decisions under different “self- strategy 
× hypothesized- strategy- of- partner” combinations). The way how 
agents form beliefs about each other will be elaborated on later. 
If an agent decides to cooperate, they spend a cost to do so, and 
their partner will receive a larger benefit. Such a scenario, also 
known as a cooperation game, has been widely applied in research 
to capture human interactions (see Materials and Methods for more 
information) (7, 19–21).

An agent’s gossiping strategy decides whether the agent gossips. 
There are two options of gossiping strategies—gossipers (AG) who 
always gossip and nongossipers (AN) who never gossip. If an agent 
decides to gossip, they share their knowledge about the target with 
the receiver and the receiver integrates the shared information into 
their own representation of the target, a point we will return below. 
An agent may have any combination of a cooperation strategy and 
a gossiping strategy. Thus, there are 6 × 2 = 12 combinations. 
Every agent knows whether another agent is a gossiper or nongos
siper. However, agents need to gradually form beliefs about each 
other’s cooperation strategy through either direct interactions or 
gossip. As a result, each agent may form a unique belief about 
another agent’s cooperation strategy.

The Reputation System

A key innovation of our model is the process of how agents form 
their beliefs about others. We assume that for each other agent Y, 
an agent X estimates the probability of Y having each cooperation 
strategy, as shown in the probability table in SI Appendix, Fig. S1. 
X also has a hypothesized strategy of Y, SXY, which is chosen at 
random from the probability distribution given in the probability 
table. Additionally, X has a confidence level for their probability 
table for Y, defined as the maximum value in the table. When X 
has no information about Y, the probability of every strategy is 
equal, the hypothesized strategy is randomly selected from a uni
form distribution over all the possible strategies, and the confidence 

on others’ 

Fig. 1. The evolutionary cycle of gossip. From the top of the circle, when there 
are some gossipers existing in the population, the reputation dissemination 
function of gossip makes reputations more accessible and, thus, leads more 
individuals to condition their behavior on others’ reputations. As a result, more 
individuals get concerned about their own reputations, which drives them to 
manage their reputations by behaving more cooperatively when interacting 
with gossipers, manifesting the selfishness deterrence function of gossip. 
The deterrent power of gossip gives gossipers an evolutionary advantage 
over nongossipers, which leads to the evolution of more gossipers. Again, 
the evolution of more gossipers facilitates the reputation dissemination and 
selfishness deterrence functions of gossip and sustains this cycle.

*Our rationale to make an exploitive agent cooperate with another reputation- sensitive 
agent is based on Kantian reasoning: When an exploitive agent meets a reputation- sensitive 
agent, they both assume that their interaction partner will act as they do. Under this new 
constraint, they should both cooperate to maximize their utility (49).

http://www.pnas.org/lookup/doi/10.1073/pnas.2214160121#supplementary-materials
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is the lowest. But as X gains knowledge about Y, this probability 
table becomes uneven, so that X is more likely to believe that Y has 
one of the cooperation strategies rather than the others—resem
bling the formation of X’s belief about Y (SI Appendix, section 1.1). 
With this setup, agents form assumptions of each other’s underly
ing strategy, instead of evaluating each other simply as “good” or 
“bad” dichotomously or on a one- dimensional spectrum as in 
previous models (12, 22–25).

We set up the reputation system in this way for the following 
reasons. First, our setup allows for the inference of each other’s 
conditional behavior. This is especially important with the exist
ence of exploitive agents who identify unconditional cooperators 
and exploit them, which cannot be achieved by a binary reputation 
system. Second, this avoids the complexity of higher- order moral 
judgments on conditional behavior (23, 24). Traditional models 
usually determine an agent’s reputation binarily using first-  and/
or higher- order assessments. In the first- order assessment, agents 
are judged as “good” or “bad” based solely on their behavior (i.e., 
whether they cooperated or defected) (12). In the second- order 

assessment, an individual is judged based on both their behavior 
and their partner’s reputation. In the third- order assessment, the 
individual’s own reputation is also taken into consideration (24). 
Higher- order assessments are found to be essential to sustain coop
eration (26). However, there are many ways to decide which 
behavior should be considered “good” under which condition. 
There are 256 different assessment rules with all three levels of 
assessments, eight of which are able to maintain a high level of 
cooperation (26). If individuals are also judged based on whether 
they cooperate or defect with a gossiper or a nongossiper, there 
will be even more options of assessment rules. To avoid the com
plexity of exploring all these assessment rules, we let individuals 
gain knowledge of each other’s underlying strategy directly. This 
way, one’s reputation no longer needs to contain a binary moral 
judgment, but becomes a prediction of one’s situational behav
ior—their cooperation strategy. Finally, echoing the second point, 
we assume that from direct interaction and/or gossip, individuals 
can gain richer information about others than just observing their 
cooperation behavior or evaluating someone as “good” or “bad”. 

doesn’t gossip

pdate belief about neighbor’s coopera�on strategy

one’s strategy and belief about neighbor (see

Adopt neighbor’s 

Agent’s Agent’s ac�on

’s 
’s probability table for 

A

B

Fig. 2. Plot (A) illustrates the evolutionary phases. Our evolutionary game consists of three phases: 1) interaction, 2) gossiping, and 3) strategy updating. In the 
interaction phase, a set of agents are selected to play a cooperation game with a neighbor and gain corresponding payoffs. In the gossiping phase, another set 
of agents are selected as speakers. If the speaker is a gossiper, they will gossip about a certain number of targets to a randomly selected neighbor. During the 
strategy- updating phase, another set of agents are selected to update their strategies. By repeating the iterations, we observe the evolutionary trajectories of 
different strategies and behaviors. Plot (B) illustrates an agent’s action as a function of their own strategy and their belief about the interaction partner’s strategy.

http://www.pnas.org/lookup/doi/10.1073/pnas.2214160121#supplementary-materials
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People are highly attuned to drawing personality inferences when 
interacting with each other. In addition to observing another’s 
behavior, much information about personality traits can be 
inferred from a person’s physiognomy, outer appearance, demea
nor, language, etc. (27, 28). Thus, we assume that individuals form 
beliefs about each other’s cooperation strategy as a whole, which 
will be elaborated in the next paragraph. Although we use a rep
utation dynamic different from previous models, our reputation 
system serves a similar reputation dissemination function as in 
previous models that used a binary reputation system, a point that 
we will return in Discussion.

Ways Agents Gain Information about Others

There are two ways in which agents gain knowledge about each 
other. The first is through direct interaction. When an agent directly 
interacts with another in a cooperation game, they gain some infor
mation about their partner’s cooperation strategy. Specifically, when 
an agent interacts with a partner who is an unconditional cooperator 
(AC), unconditional defector (AD), virtuous (CC), or exploitive 
(CD) agent, this partner will be correctly identified as AC, AD, CC, 
or CD, respectively. However, the case is different for a partner who 
is opportunistic (GC) or reverse- opportunistic (GD). As mentioned 
above, GC and GD behave differently when interacting with gos
sipers (compared to nongossipers) to manage their reputation in 
gossip. As a result, when a gossiper interacts with a GC, the GC will 
be perceived as virtuous (CC) by the gossiper due to the reputation 
management. On the other hand, a GD will be perceived as an AD 
by a gossiper because a GD intentionally defects with gossipers.† 
On the other hand, when a GC or GD interacts with a nongossiper, 
there will be no reputation management and they will be correctly 
identified as GC or GD, respectively (see the first side note in 
Fig. 2A). Note that GDs, who intentionally leave a bad reputation 
in gossip, should be rare in real life, but we implement this strategy 
so that our strategy set is not artificially biased toward gossipers (29).

After interacting with a partner, an agent integrates the infor
mation gained about the partner’s strategy into their belief about 
the partner. Specifically, in their probability table of the partner, 
the probability corresponding to the perceived strategy increases 
by dirW, a parameter reflecting the amount of information gained 
from a single direct interaction (i.e., interaction depth). 
Accordingly, the agent is more likely to believe that this partner 
is of the perceived type (see the second side note in Fig. 2A and 
Materials and Methods).

The second way that an agent gains knowledge about another is 
through gossip. When a gossiper X gossips to a receiver Y about a 
target Z, X shares their hypothesized strategy of Z, SXZ, along with 
the confidence level of X’s probability table for Z, CXZ. Y then 
updates their belief about Z: In Y’s probability table of Z, the prob
ability corresponding to the gossiped strategy increases by 
e(bias)(CXZ−1) × indirW    . The parameter bias controls the extent to 
which agents give more weight to more confident gossip (30, 31). 
The parameter indirW controls the extent to which agents’ beliefs 
about others are influenced by gossip in general. As the probability 
of one strategy increases, the probabilities of others decrease propor
tionally for all the probabilities to sum to 1 (Materials and Methods).

Phases of the Evolutionary Game

We initialize the population with N agents with random strategies 
embedded in a small- world network (SI Appendix, section 1.2.1) 
(32). We then begin an evolutionary game consisting of three 
phases: 1) interaction, 2) gossiping, and 3) strategy updating 
(Fig. 2). In the interaction phase, a set of agents are selected to 
play a cooperation game with a neighbor and gain corresponding 
payoffs. In the gossiping phase, another set of agents are selected 
as speakers (i.e., given the opportunity to gossip). If the speaker 
is a gossiper, they will gossip about a certain number of targets to 
a randomly selected neighbor. During the strategy- updating phase, 
another set of agents are selected to update their strategies. If an 
agent is selected, they compare their payoff with that of a ran
domly selected neighbor. The lower the agent’s payoff is compared 
with the neighbor’s payoff, the higher likelihood that the agent 
will be replaced by a new agent with the neighbor’s strategy 
(Materials and Methods). This resembles the cultural transmission 
process in which strategies related to higher fitness are more likely 
to be adopted by the next generation (33). Thus, throughout these 
iterations, agents interact, gossip, and gradually form beliefs about 
each other’s cooperation strategy. We then observe the evolution
ary trajectories of 1) the proportion of gossipers, 2) the propor
tions of different cooperation strategies, and 3) cooperation rate 
(Materials and Methods). A summary of the default model param
eters is in SI Appendix, Table S3.

We also varied many of these parameters in further analyses to 
assess their effects and the robustness of the findings, including 
1) bias toward more confident gossip when listeners process gossip, 
2) frequency of direct interactions, 3) frequency of conversations, 
4) interaction depth—the amount of information gained from a 
single direct interaction, 5) general trust of gossip—the extent to 
which agents’ representation of others are influenced by gossip, 
6) network structures, 7) frequency of strategy updating, and 8) 
network mobility (SI Appendix, sections 2.2.3 and 2.3.1).

Results

In what follows we review the results of our simulation. First, we 
illustrate whether the reputation dissemination and selfishness 
deterrence functions of gossip are jointly sufficient to sustain the 
evolution of gossip (Fig. 1). Next, we assess the causal pathways in 
the evolutionary cycle step by step. In our first step (Step 1), we test 
whether the reputation dissemination function of gossip increases 
reputation accessibility and, consequently, increases the pro
portion of reputation- sensitive agents. In our second step (Step 2),  
we test whether the existence of gossiper- sensitive agents and their 
reputation management in front of gossipers—the selfishness 
deterrence function—lead to the evolution of gossip.

The Evolutionary Cycle of Gossip. Fig. 3 illustrates the evolutionary 
trajectories when all pathways in Fig. 1 are included. Fig. 3A shows 
that the majority (90%, calculated as the average from the 4,000th 
to the 5,000th iterations) of the population evolves to be gossipers 
when all pathways are included. In fact, further analyses show 
that the evolution of gossipers is so robust that even if gossiping 
is costly, as long as this cost is not too high, gossipers still evolve 
(SI  Appendix, Fig.  S5). This is consistent with the empirical 
observation that people are willing to gossip even at personal costs 
(15). Fig. 3B shows the trajectory of each cooperation strategy. 
The strategy that is adopted the most is exploitive (CD, 57%). 
The next most adopted strategy is opportunistic (GC): 18% 
of agents behave cooperatively when and only when under the 
threat of gossip. The evolution of opportunists indicates that it is 

†Our rationale of making GCs be perceived as CCs is that among all the strategies, CCs and 
CDs are mostly likely to be treated cooperatively by others. Moreover, compared with CDs, 
CCs also represent a more virtuous strategy. Thus, if the GC strategy resembles a person 
who wants to manage their reputation positively, they should present that they are a CC. 
On the contrary, our rationale of making GDs be perceived as ADs is that among all the 
strategies, ADs are mostly likely to be defected by others. We also tried another reputation 
management option for GD—by making GDs be perceived as CCs by nongossipers but 
perceived as GDs by gossipers. That way, GC and GD strategies are completely symmetric. 
The results remain robust. See SI Appendix, section 2.3.2 for details.

http://www.pnas.org/lookup/doi/10.1073/pnas.2214160121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2214160121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2214160121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2214160121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2214160121#supplementary-materials


PNAS  2024  Vol. 121  No. 9  e2214160121 https://doi.org/10.1073/pnas.2214160121   5 of 9

evolutionarily adaptive to develop reputational concerns even if 
that means one will lose the instant benefit of being selfish when 
interacting with gossipers (15, 16). Following that are virtuous 
agents (CC, 16%). The other three strategies each constitute a 
very small proportion of the population (<5%). Fig. 3C illustrates 
the trajectory of cooperation. Despite the large proportion of 
exploitive and opportunistic agents, the cooperation rate ends up 
being high (overall 78%; see SI Appendix, Fig. S6 for cooperation 
rates among different strategies). This is because the majority of 
the population becomes reputation- sensitive so that the exploitives 
cannot easily exploit them. At the same time, the majority of the 
population also evolves to be gossipers and successfully deters the 
opportunists from defection.

Step 1: Effects of the Reputation Dissemination Function. The 
results above show that the current model setup is sufficient to 
sustain the evolution of gossip. Next, we test the causal pathways 
in the evolutionary cycle step by step. In the first step, we test 
whether the reputation dissemination function increases reputation 
accessibility and, consequently, causes the evolution of reputation- 
sensitive agents. We implement only four cooperation strategies this 
time—unconditional cooperators (AC), unconditional defectors 
(AD), virtuous agents (CC), and exploitive agents (CD). We run 
two sets of simulations where we contrast two conditions: In one 
condition, agents gossip whereas in the other condition, agents do 
not gossip (with gossip vs. no gossip, see SI Appendix, section 1.3 
for more details about the method).‡ Fig. 4B (Step 1) shows that 
the information disseminated through gossip indeed increases 
reputation accessibility—when agents can gossip, they form more 
accurate hypotheses of their neighbors’ strategies [t(30) = 23.29, 
P < 0.001; Welch’s t was used for all t tests]. Moreover, as expected, 
Fig. 4 E and F (Step 1) shows that when agents can gossip, more 
reputation- sensitive agents—agents who condition their behavior 
on others’ reputations—evolve [virtuous agents: t(58) = 2.45, 
P = 0.017; exploitive agents: t(39) = 4.55, P < 0.001]. Additionally, 
gossip increases the overall cooperation rate [t(32) = 9.03, P < 0.001, 
see Fig. 4C, Step 1; see SI Appendix, Fig. S10 for a scatter plot with 
results from each individual simulation run].

In SI Appendix, section 2.2.1, we also manipulate reputation 
accessibility directly by exogenously implementing agents’ hypoth
esized strategies of each other with a certain level of accuracy. 
Results show that increased reputation accessibility directly causes 
the evolution of more reputation- sensitive agents (SI Appendix, 
Fig. S8). Altogether, these results support that gossip increases 
reputation accessibility and, consequently, causes more individuals 
to condition their behavior on others’ reputations. Moreover, the 
evolution of reputation- sensitive agents also leads to the evolution 
of more cooperation. These findings are consistent with previous 
theoretical and empirical work on indirect reciprocity and the 
reputation dissemination function of gossip (12, 13, 19).

However, Fig. 4A (Step 1) shows that, when gossip only has its 
reputation dissemination function, gossipers do not evolve [t test on 
the proportion of gossipers between the two conditions: t(56) = −1.11, 
P = 0.270; for the with- gossip condition, one sample t test from 
chance (50%): t(29) = −0.47, P = 0.643]. In fact, further analyses 
show that if gossip has only its reputation dissemination function, if 
we make gossiping even a little costly, few gossipers can survive 
(SI Appendix, Fig. S9 and section 2.2.2). Therefore, the fact that gossip 
disseminates reputation information and facilitates cooperation is not 
sufficient to explain the evolution of gossipers (34). If so, what is 
missed in the causal chain?
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Fig. 4. Results of Steps 1 and 2. Each condition is the average of 30 simulation 
runs. The value is calculated as the average value from the 4,000th to the 
5,000th iterations of each simulation run. The error bars show the SEs. On the 
Left side of each plot are the results from Step 1; on the Right are the results 
from Step 2. Plot (A) shows that gossipers evolve only when both reputation 
dissemination and selfishness deterrence functions exist (i.e., with- gossip 
and with- rep- manage). Plots (B and C) show that the existence of gossipers 
(yellow) increases reputation accessibility and cooperation. Plot (D) shows that 
opportunists evolve only when both reputation dissemination and selfishness 
deterrence functions exist. Plots (E and F) show that the existence of gossipers 
increases the proportion of reputation- sensitive agents.‡Agents are still tagged as “gossipers” or “nongossipers,” but gossipers do not gossip.
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Step 2: The Joint Effects of Reputation Dissemination and 
Selfishness Deterrence. In the next set of simulations, we show 
that the selfishness deterrence function of gossip is also needed to 
explain the evolution of gossipers. In particular, we test whether 
the existence of opportunistic agents and their reputation 
management in front of gossipers are the keys to the evolution 
of gossipers. We ran another set of simulations with all the six 
cooperation strategies and manipulated two variables this time. As 
in Step 1, the first variable is whether gossipers can gossip (with- 
gossip vs. no- gossip). The second variable is whether gossiper- 
sensitive agents can manage their reputations when interacting 
with gossipers (with- rep- manage vs. no- rep- manage). In the 
condition where agents can manage their reputations (i.e., with- 
rep- manage), the default model is used: Opportunistic agents 
(GC) cooperate with gossipers and present to gossipers that 
they are virtuous agents whereas defect with nongossipers and 
present their real strategy to nongossipers. Reverse- opportunistic 
agents (GD), on the contrary, defect with gossipers and present to 
gossipers that they are unconditional defectors whereas cooperate 
with nongossipers and present their real strategy to nongossipers. 
In the condition where agents cannot manage their reputations 
(i.e., no- rep- manage), though opportunistic agents still cooperate 
with gossipers and defect with nongossipers whereas reverse- 
opportunistic agents defect with gossipers and cooperate with 
nongossipers, they no longer dissemble their real strategies. 
Instead, both GC and GD present their real strategies to both 
gossipers and nongossipers.§ By contrasting the two conditions, we 
test whether gossipers evolve only when its selfishness deterrence 
function exists, in other words, when opportunistic agents exist 
and can manage their reputations. Our rationale is that if these 
opportunistic agents cannot manage their reputations in gossip 
(i.e., as in the no- rep- manage condition), being a gossiper is no 
longer a deterrent, and gossipers will not evolve as a result (see 
SI Appendix, section 1.4 for more details about the method).

Our arguments are supported by Fig. 4. Fig. 4D (Step 2) shows 
that more opportunists evolve when opportunists can manage their 
reputations by cooperating with gossipers [i.e., in the with- gossip 
and with- rep- manage condition; interaction effect: F(1, 116) = 
103.23, P < 0.001; simple main effect of rep- manage under 
with- gossip conditions: t(30) = 12.89, P < 0.001]. Most impor
tantly, Fig. 4A (Step 2) shows that many more gossipers evolve 
when both the reputation dissemination and selfishness deterrence 
functions of gossip exist [interaction effect: F(1, 116) =  
57.14, P < 0.001; simple main effect of rep- manage under 
with- gossip conditions: t(35) = 12.05, P < 0.001; see SI Appendix, 
Fig. S19 for a scatter plot with results from each individual sim
ulation run]. Together, these results illustrate that the reputation 
dissemination and selfishness deterrence functions of gossip are 
both needed for the evolution of gossipers.

We also rerun the model using a variety of other model choices 
to check the boundary conditions of our results and explore the 
environmental factors that moderate the evolution of gossip. We 
find that a crucial factor in gossip’s ability to increase reputation 
accessibility is that people have to give confident gossip sufficiently 
higher weight than unconfident gossip (30, 31). Otherwise, if any 
gossiper can gossip and agents weigh any gossip equally, the exist
ence of gossip will decrease information accuracy and harm coop
eration, and moreover, not many gossipers will evolve in this case. 
Other than this parameter, gossipers evolve under a wide range of 
parameter choices though the proportions of them vary as a 

function of these parameters. Particularly, more gossipers evolve 
if individuals are in a social network where they have a lot of stable 
connections, if they have in- depth interactions with these social 
connections, if they interact frequently, if they have conversations 
with each other frequently, if their beliefs are influenced by gossip 
from moderately to greatly, and if the evolution happens slowly 
(SI Appendix, section 2.3.1).

Discussion

From Ancient Greece to industrialized nations, gossip has been at 
the center of bonding human groups (7, 8), but we still have 
limited knowledge of why gossip evolves and how it is maintained. 
In this article, we propose the evolutionary cycle of gossip and use 
an agent- based evolutionary game theoretic model to support it. 
We argue that the reputation dissemination and selfishness deter
rence functions of gossip jointly lead to the evolution of gossip. 
Specifically, the reputation dissemination function increases rep
utation accessibility and increases the proportion of individuals 
who condition their behavior on others’ reputations. As a result, 
individuals become motivated to manage their own reputations 
by behaving more cooperatively when interacting with gossipers, 
manifesting the selfishness deterrence function of gossip. Gossipers, 
thus, gain an advantage over nongossipers, which leads to their 
evolution. The evolution of gossip further facilitates the two func
tions of gossip and sustains the cycle. Eventually, gossipers prolif
erate and facilitate cooperation (1, 7, 9–11, 13, 15, 16, 35).

Our model also illustrates the evolution of the opportunists—a 
strategy that seems dishonest at first but is the key for boosting 
gossip and cooperation. As opportunists actively manage their 
reputations, they decrease information accuracy and discount the 
reputation dissemination function of gossip (see Fig. 4B, Step 2). 
But paradoxically, these opportunists are critical in sustaining the 
evolution of gossipers. Moreover, being a gossiper deters the self
ishness in opportunists and facilitates a system of mutual surveil
lance (36, 37). Eventually, opportunists and gossipers coevolve.

Like other models, our model starts with several oversimplified 
assumptions (38). We had to choose a small set of strategies from 
all the possible variants of human behaviors. We choose three 
categories of cooperation strategies, with the rationale that 1) the 
contrast between reputation- sensitive and unconditional agents 
examines the reputation dissemination function, and 2) the con
trast between gossiper- sensitive and unconditional agents exam
ines the selfishness deterrence function of gossip. However, we 
acknowledge that this is not an exhaustive strategy set. For exam
ple, we did not include the well- known tit- for- tat (TFT) strategy 
(39). Nevertheless, we believe that our virtuous agents (CC) play 
a similar role to TFT because they also defect with prospective 
defectors and cooperate with prospective cooperators. This is par
ticularly true when the parameter dirW (interaction depth) is high 
and the parameter indirW (reliance on gossip) is low.

As for other potential strategies, because agents can condition 
their behavior on the hypothesized strategy of others, the strategy 
space will double in size whenever a new strategy is added. Each 
of the prior strategies will have two variants, depending on whether 
it cooperates or defects with the newly added strategy. Because of 
this, it is not feasible to test an exhaustive strategy set. Nevertheless, 
in SI Appendix, section 3, we provide some thought experiments 
to infer the possible effects of other strategies that would not 
change the generalizability of our findings.

Notably, our findings regarding the reputation dissemination 
function replicate previous literature. For example, ref. 12 found 
that indirect reciprocity can only sustain cooperation when the 
probability that a player knows the reputation of another player 

§Though these agents can no longer dissemble their real strategies to gossipers, we still 
let them behave discriminatively toward gossipers vs. nongossipers. This is to rule out the 
alternative explanation that the results are purely driven by pro-  vs. antigossiper behavior 
instead of reputation management.
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exceed the ratio of the cooperation cost to the benefit. Although 
we cannot match this threshold numerically, we also found that 
information accuracy and cooperation have a stepwise relation
ship: When information accuracy is below a certain threshold, 
cooperation is rare; but once when information accuracy passes a 
certain threshold, cooperation rate becomes high and increases as 
information accuracy increases (SI Appendix, Fig. S8).

Our method of implementing reputation dissemination also 
echoes previous literature. For example, as in refs. 22 and 25, we 
also implemented two ways for agents to gain information—1) 
direct interaction or 2) gossip. The major difference between our 
and previous models is the content of gossip. Since our model 
does not have a binary reputation, instead of spreading the target’s 
image score, gossipers spread the hypothesized strategy of the tar
get. In addition, we simply assume that all gossipers spread both 
positive and negative information honestly, without differentiating 
between different types of gossipers. Nevertheless, our findings 
regarding the reputation dissemination function of gossip overlap 
greatly with previous literature. For example, both our and previ
ous models found that it is important for conditional cooperators 
to have enough accurate information in order to beat uncondi
tional defectors. If the information pool is polluted either by 
intentional lies (22, 25) or random errors (our model), conditional 
cooperators will not be able to recognize and cooperate with each 
other, a result that echoes literature in indirect reciprocity (12). 
In this sense, our bias parameter plays a similar role to the “con
ditional_advisor” strategy in ref. 25, a strategy that does not trust 
gossip from lying defectors.

Our results are also consistent with previous findings regarding 
the environmental moderators of the effects of gossip. For exam
ple, both ref. 25 and our model found that as direct interactions 
increase, the reputation dissemination function of gossip becomes 
less crucial (SI Appendix, Fig. S12). Both ref. 25 and our model 
found that gossip is less helpful for cooperation when there is too 
little or too much gossip (SI Appendix, Fig. S13). Consistent with 
ref. 22 which found that gossiping is more effective for larger 
population size, we found that the reputation dissemination func
tion of gossip is more prominent in a network with a higher 
average degree (SI Appendix, Fig. S16). In summary, although the 
reputation dynamics are implemented in a different way in our 
model, they have produced a similar reputation dissemination 
function to other models.

Beyond previous models, one major innovation of our model 
is that we implemented gossiper- sensitive strategies and found 
that the selfishness deterrence function of gossip is the key to the 
evolution of gossipers. Previous literature found that although 
gossip benefits indirect reciprocity, having even a little cost to 
reputation building destroys indirect reciprocal cooperation (40). 
In fact, in Step 1, when only the reputation dissemination function 
of gossip exists, we also found that even if gossiping is just a little 
costly, few gossipers can survive (SI Appendix, Fig. S9 and sec
tion 2.2.2). However, in Step 2, after adding gossiper- sensitive 
strategies, a substantial proportion of gossipers evolve even when 
gossiping has a cost (SI Appendix, Fig. S5). This both illustrates 
the consistency of our model with previous literature and shows 
the essentiality of selfishness deterrence function for sustaining 
gossip even under gossiping cost.

Moreover, the predictions of our model are also consistent with 
empirical findings. For example, empirical studies suggest that 
gossip is more prevalent in rural towns because of the low popu
lation growth, closeness, and connectivity between individuals (41, 
42). Our model also found that more gossipers evolve when strat
egy updating is infrequent, direct interactions are frequent and 
deep, network degree is high, and mobility is low (SI Appendix, 

section 2.3.1). Nonetheless, the evolutionary cycle of gossip still 
requires more validation from future empirical studies. For exam
ple, if the reputation management of opportunists is critical for 
the evolution of gossipers, we should expect fewer gossipers in a 
group where reputation cannot be easily managed (e.g., when indi
viduals’ behavior are monitored and made public by a centralized 
system).

Admittedly, it is an oversimplification to make gossipers always 
gossip and share accurate information unconditionally. Although 
we believe the two gossiping strategies (AG and AN) should capture 
the major variance between gossipers and nongossipers, more com
plicated gossiping strategies may be implemented in the future to 
address the evolution of different types of gossipers. Particularly, it 
might be interesting to study the evolution of conditional and dis
honest gossipers and examine their impacts on cooperation (22, 
25). We also have assumed that people are influenced by positive 
and negative gossip equally, which is not necessarily the case in real 
life (43).

We also note that other mechanisms may contribute to the evo
lution of gossip as well. For example, gossiping conversations may 
facilitate intimacy between individuals (8, 44, 45). Gossiping can 
be simply entertaining and serve as “a bulwark against life’s monot
ony” (1). A group with much gossip may be more cooperative and 
thus more likely to survive group selection (19). While our model 
cannot cover all these mechanisms, we show that even without these 
mechanisms, it is sufficient for gossipers to evolve given the dual 
roles of reputation dissemination and selfishness deterrence in coop
eration. More generally, we would suspect that this modeling frame
work can be fruitfully integrated with other models of cooperation 
and be used to examine various hypotheses about gossip and coop
eration as well as more general intra-  and interpersonal processes 
that are so fundamental to human interaction.

Materials and Methods

Pairwise Cooperation Game. When agents engage in a pairwise cooperation 
game, an agent X’s decision whether to cooperate with an agent Y depends on 
X’s strategy and X’s hypothesized strategy SXY for Y (SI Appendix, Table S1). If X 
chooses to cooperate, then X pays a cost, c, for Y to receive a larger benefit, b (19). 
If X chooses to defect, they pay no cost and Y receives nothing from this decision. 
In the current model, b = 3 and c = 1 (46). The payoff matrix of this pairwise 
cooperation game can be found in SI Appendix, Table S2. When a pair of agents 
play the cooperation game, the two players make decisions simultaneously.

When two agents interact, each gains information about the other’s strategy. 
If an agent Y perceives that X’s strategy is Sm, then in Y’s probability table for X, 
the probability of Sm (i.e., pSm   ) will be increased by dirW until it reaches 1, as 
shown in Eq. 1, where pSm is the original probability corresponding to Sm and p′

Sm
 

is the new probability. The parameter dirW (0 < dirW ≤ 1) controls the amount 
of information gained from a single interaction. When dirW is large, Y’s belief 
about X will be greatly influenced by even one single interaction. This parameter 
can be interpreted as interaction depth.

 [1]

As a consequence, the probability of other strategies will be decreased pro-
portionally for the table to sum to 1, as shown in Eq. 2. In Eq. 2, pSi is the original 
probability corresponding to each strategy except Sm and p′

Si
 is the new probability 

(see SI Appendix, Fig. S2 for a numerical illustration).

 [2]

These changes to the probability table will also change Y’s confidence level CYX 
and hypothesized strategy SYX as described in the main text. In the default model, 
dirW was set as 0.5. Other values of dirW were explored in robustness tests.

p
�

Sm
= min(pSm + dirW , 1).

p
�

Si
i∈{1,2,⋯,n},i ≠ m

=

pSi
1 − pSm

× (1 − p
�

Sm
).
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Gossiping Process. When X gossips to Y about Z, X shares two pieces of informa-
tion: X’s hypothesized strategy for Z, SXZ, and the confidence level CXZ. Research 
has shown that people are biased to learn from others that are more confident 
(30, 31). To implement this in our model, Y assigns the following weight wXZ to 
X’s gossip about Z, as shown in Eq. 3.

 [3]

The parameter bias ≥0 controls the extent to which agents are biased toward 
more confident gossip. When bias = 0, the weight wXZ will always be 1, in which 
case agents value all gossip equally. As bias becomes larger, agents give higher 
weight to more confident gossip and lower weight to unconfident gossip, as 
shown in SI Appendix, Fig. S3. The default value of bias was set as 5. As shown 
in SI Appendix, sections 2.2.3.1 and 2.3.1.1, a sufficiently high bias is essential 
for agents to form accurate beliefs (i.e., hypothesized strategies) of each other.

Next, Y updates Y’s probability table for Z based on the gossip from X. 
Specifically, if X tells Y that Z’s strategy is Sm, then in Y’s probability table for Z, 
the probability of Sm will be increased by indirW × wXZ until it reaches 1, as shown 
in Eq. 4. The probabilities of other strategies will be decreased proportionally, 
following the same rule as in Eq. 2 and SI Appendix, Fig. S2.

 [4]

The parameter 0 ≤ indirW ≤ 1 controls the maximum weight of a piece of gossip. 
The larger indirW is, the more that agents change their probability tables based on 
what they hear from gossip. By default, indirW = 0.5, though other values were 
also explored. After changing the probability table, Y also updates the hypothe-
sized strategy SYZ and confidence level CYZ as explained earlier.

In the default model, we did not consider the cost of gossiping based on 
the assumption that the effort spent on gossiping is negligible compared with 
the effort needed for a cooperative behavior. However, in robustness tests, we 
explored the situations when gossiping is costly. If gossiping is costly, each time 
when an agent gossips about a target, they pay a gossip cost, gCost, per target.

Phases in Each Iteration. To initialize each simulation, N = 200 agents with 
random cooperation and gossiping strategies are embedded in a social network. 
Each agent has a uniformly distributed probability table and a randomly selected 
hypothesized strategy for every other agent. Then, the simulation repeats itera-
tions consisting of the following three steps: 1) interaction phase, 2) gossiping 
phase, and 3) strategy updating phase.
Interaction phase. At the beginning of each iteration, N × intF agents are ran-
domly selected (with replacement). Each of these selected agents, one by one, 
randomly selects a neighbor, if any, and plays a pairwise cooperation game with 
the neighbor, as elaborated above. intF indicates the frequency of direct interac-
tions. The default value of intF was 0.1, though other values were also explored 
in robustness tests. Through direct interactions, agents get payoffs and update 
their beliefs about their interaction partners.
Gossiping phase. Next, N × talkF agents are randomly selected (with replace-
ment) as speakers. talkF indicates the frequency of conversations. The default 
value of talkF was 10, assuming that conversations are very frequent (6). It is 
possible that an agent speaks for more than one time in an iteration. Other val-
ues of talkF were also explored in robustness tests. For each selected speaker X, 
a listener Y is randomly selected from the speaker’s neighbors, if any. If X is a 
gossiper (i.e., X’s gossiping strategy is AG), then there are two cases:

1.  If there are fewer than some number targetN of common neighbors 
between the speaker and the listener (i.e., agents that are neighbors of 
both X and Y), X will gossip about all of them to Y, if any. In our model, 
we used targetN = 2.

2.  If there are more than targetN common neighbors, X will gossip about targetN 
randomly selected ones to Y (without replacement).

As a result, the listener updates their probability tables for the targets, as elabo-
rated above. If X is a nongossiper (AN), no action will be conducted. The conver-
sations are conducted one by one.

Strategy updating phase. N × updF agents are selected (without replace-
ment) as students who update their strategies based on the Fermi rule (47). 
updF indicates the frequency of strategy updating or the speed of evolution. 
updF = 0.01 was used by default, though other values were also explored 
in robustness tests. When updating their strategies, each student randomly 
selects a neighbor, if any, as their teacher. With a probability of P, the student 
will adopt both the gossiping and cooperation strategies of the teacher. The 
magnitude of P is decided by the difference between the student’s payoff, 
�s , and the teacher’s payoff, �t , as shown in Eq. 5 and SI Appendix, Fig. S4. 
In general, the higher payoff the teacher has compared to the student, the 
more likely the student will adopt the teacher’s strategies. The parameter s = 
5 represents the strength of selection. One’s payoff is calculated as the average 
payoff from all the cooperation interactions in the current iteration subtracted 
by the total gossip cost in the current iteration, if any.¶ If an agent did not 
play a cooperation game with anyone in the interaction phase in the current 
iteration, the payoff from the latest iteration where there was an interaction 
in a cooperation game was used. If the teacher or the student has not been 
involved in any cooperation game throughout the simulation yet, the student 
does not update their strategy. The strategy updating process resembles the 
natural selection process in which individuals with higher fitness are more 
likely to reproduce to the next generation.

 [5]

In addition to the payoff- based strategy updating, with a probability of µ = 0.05, 
the student will randomly select a gossiping strategy and a cooperation strategy 
from all the possible strategies, regardless of their payoff. This resembles the 
random mutation in evolution.

If a student changes their strategy in the payoff- based updating or they are 
selected for random mutation, their payoff will be reset to 0, their behavioral 
history will be deleted, their probability table for everyone else will be reset to 
uniform, their hypothesized strategy for everyone else will be randomly selected, 
and their confidence level for everyone else will drop back to 1/n, where n is the 
total number of possible strategies. In addition, everyone else’s probability table 
for this student will be reset to uniform, their hypothesized strategies for this 
student will be randomly selected, and the confidence level for this student will 
drop back to 1/n. The strategy updating happens in parallel for all the students.

The population repeatedly performs the three steps for iterN = 5,000 itera-
tions in each simulation run. This is long enough for the proportion of different 
strategies to fluctuate around a stabilized value. A summary of default model 
parameters can be found in SI  Appendix, Table  S3. For each simulation, the 
following four characteristics were extracted: 1) cooperation rate, calculated by 
the proportion of “to cooperate” actions in all agents’ latest interactions, 2) the 
proportion of gossipers, 3) information accuracy, calculated by the average of 
the proportion that an agent’s hypothesized strategy for a neighbor is the same 
as that neighbor’s real strategy,# and 4) the proportions of different cooperation 
strategies in the population.

Data, Materials, and Software Availability. Code and data for these results are 
available at the Open Science Framework (https://osf.io/w3kjq/?view_only=7b-
1fa51a66874a0fbcaf92f3e036c4c7) (48). All other data are included in the 
manuscript and/or SI Appendix.
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wXZ = e(bias)(CXZ ) ∕ebias.

p
�

Sm
= min(pSm + indirW × wXZ, 1).

p =
1

1 + e−s×(�t−�s )
.

#We only calculate their information accuracy about the immediate neighbors in the social 
network because these neighbors are the only agents that an individual interacts with.

¶The total gossip cost is subtracted after calculating the average payoff from cooperation 
interactions.
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